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Abstract

Discontinuous Galerkin finite element methods are used to estimate solutions to the non-scattering 1-D spherical neu-
tron transport equation. Various trial and test spaces are compared in the context of a few sample problems whose exact
solution is known. Certain trial spaces avoid unphysical behaviors that seem to plague other methods. Comparisons with
diamond differencing and simple corner-balancing are presented to highlight these improvements.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction

On a domain Z = [0, 1] x [—1, 1] in non-dimensionalized (r, 1) space, the conservative form of the 1-D spher-
ical neutron transport equation is given in [12] by

0 (1 -2
B0 2 (S et =g (1)

where the cross-section and source terms are nonnegative: g,¢ > 0. Vacuum boundary conditions are taken to
be the condition that y/(1,x < 0) =0.

Sections 2—4 of this paper introduce respectively the diamond difference (DD), discontinuous Galerkin
(DG) finite element and simple corner balance (SCB) methods considered. Sections 5 and 6 present the test
problems and related numerical results. Conclusions are drawn in Section 7.
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1.1. Criteria

The following criteria are commonly used in deciding which numerical method might be used in solving the
neutron transport equation.

1. Positivity: Given nonnegative boundary conditions, cross-section o, and source ¢, the true solution will be
nonnegative. The numerical method should also yield a nonnegative solution. This avoids unphysical oscil-
lations and the need for unreliable zero-flux fix-ups. This problem tends to crop up especially in the vicinity
of material interfaces (discontinuities in ¢ or g).

2. Avoids flux ‘dip’ near the origin: Due to the singular nature of (1.1) near r = 0, many methods exhibit an
aberrant numerical ‘dip’ in the neutron flux calculation that is not physical. This is especially problematic
as that region is often the primary area of scientific interest.

3. Convergence: This is closely related to overall accuracy and computational efficiency but is measured here
by the reduction in error as the mesh size is decreased. Although the local truncation error can, for many
methods, be shown to be second order, the global error is often lower order due to the discontinuous deriv-
atives that are inherent in many solutions to problems of scientific interest. Even in some very simple cases,
the true solution lacks smooth partial derivatives — see Section 5.2.

4. Computational cost: This is roughly measured in the number of arithmetic operations (flops) required per
cell. This can be difficult to precisely compare from one method to another, as flop counts can vary con-
siderably from one implementation of an algorithm to another implementation of the same algorithm.

Another common requirement of a numerical method is conservation. Since all methods considered here
are unequivocally conservative, any comparison based on that criterion is omitted here in the interest of
brevity.

1.2. Mesh

i=1
angles is used. Half-indices in the radial direction are interpreted as r; =T + Ar;/2. However, angular
discretization is slightly different from one method to the next. In the diamond difference, weighted diamond

A mesh dividing the domain & = [0, 1] x [—1, 1] in (r, u) space with n, radial zones { {ri_l F; } }m and n,
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Fig. 1.1. Acell Ciy = [r,.,,

L7 %} X [,udf iy } (alternatively referred to as a corner or subcell) with center r;, 1. In DD based methods, the
center-value v, 4 is the average of both pairs of opposing edges as described by (2.2) and (2.3) with the upstream edge determined by the
value of ;. Here, the larger arrows indicate the characteristic direction associated with u,; < 0.
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difference and simple corner balance methods, w = —1 and g, 1= Hg 1+ Wa for {w,}, the set of Gauss Legen-
dre quadrature weights. This leads to a collection of cell edges with the interesting property that

L= <y <<y <y < g < < gy, <ty 1 =1

where {1}/, is the set of n, Gauss-Legendre points on the interval [—1,1] associated with the quadrature
weights {w,}.

For the various discontinuous Galerkin (DG) methods considered here, angular cell edge values p,. 1 are the
same as in the diamond difference method. However, )

Mg_1+ fgyl
(Ha)ps = fz

where the context is clear, the subscript DG above will be dropped. In the presentation that follows, it is often
assumed that ¢ and o are piecewise constant.

It will be convenient to define a cell (Fig. 1.1),

Ci,d = [’3‘—%7 rl+%:| X [ﬂd—%7 .ud+%:| (12)

and use the terms cell, subcell and corner interchangeably. In Section 4, the definition of a macrocell is intro-
duced. It is distinct from the definition above.
Formally, a mesh .# is the collection of cells,

M={Ciy:1<i<n and 1 <d<n,}.

2. Diamond difference method

The diamond difference method (DD) is a common technique for solving the neutron transport equation,
and it is well described in the literature. In particular, [12] has an extensive description. To balance clarity with
brevity however, the basic equations of the DD method are presented here with only a brief exposition.

Taking Eq. (1.1) with u = u, and integrating over the volume V; of the spherical shell of radius bounded by
r,y and r;,, we arrive at

Hgq A4;
7 (Ai+%lpi+%,d - Ai—%"pi—%,d) + waV s (“d+§¢i,d+§ - O‘d—%‘hd—%) + oV =dia 2.1)
1 1
for4;,1 = 4nrf+% , Ad; = 4;,, — A;_ and angular differencing coefficients o, 1 = o, 1 — p,wa chosen to maintain
conservation properties. Note that V; = 4 (rf+l - ”?,L)- The approximation
2 2

ik 1
4“/r ] Tr(r, pg)dr & B (AH% - Aif%) Via
is also used in deriving (2.1) from (1.1).
As auxiliary equations, the DD method assumes that cell edges are “averaged” across the interior of the
cell, in that

Vita T Vi
Vig =—5——" and (2.2)
i =~ + id—=
lpi,d = w . (23)

2.1. Weighted diamond difference equations

The weighted diamond difference (WDD) method was introduced in [14] in an effort to remove certain spu-
rious unphysical artifacts that seemed to plague the DD method (see Section 6.3). The method is based on the
DD balance equation (2.1), but uses modified auxiliary relations, replacing the auxiliary equation (2.3) with a
weighted average
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Vig = lepi,dJrl +(1 - Td)lpi‘dfl (2.4)
for angular differencing weights {7,}" , defined by
T, = Ha7 Hay (2.5)
Mgyl — Hg-L

It should be noted that the angular-discretization ideas of [14] can be incorporated into other schemes for ra-
dial discretization. In fact, Walters and Morel in [17] incorporate a radial discontinuous Galerkin method with
a WDD angular-discretization scheme, and report some success when the angular mesh is poorly resolved. See
Section 6.3 for further discussion.

3. Discontinuous Galerkin finite element method

Discontinuous finite element methods have long been applied to neutron transport problems in a variety of
different settings, for example [1,4,6,8,10] among many others. This particular geometry has not been as exten-
sively studied in the literature, however, with [15-17] being the only recent references on the subject known to
this author.

It is easiest to introduce the discontinuous Galerkin (DG) finite element method in the following four parts:

1. The Weak form of the transport equation is said to hold if s satisfies

l‘d+., — 2 Tl ”:H%
/ / 2<26r ) + (1 r'“ w)>fdudr+[l'/! (o (r, 1) — q)rdpdr = 0 3.1)

L1
d=

for all cells C,-,d = [ri_%, 7; %} X [,ud_%, Uy +%}, and all test functions z(r, 1) in an appropriate function space as
described below. See also [7].

2. Test functions: The main test spaces being considered here are the sets of = € K; ; where K;, is one of the
following polynomial spaces:

DGstep . Ki,d = Span{l} (32)
DGbilinear : Kzld = Span{la (r - ri)a (:u - ,ud)v (I" - ri)(,u - :ud)} (33)
for (r;, uy) the cell center. Other test function spaces are also considered, some of which are discussed here in

Section 6 and in [15].

3. Trial functions: Within a given cell, the approximate solution Y.q(r, 1) is represented also as a member of
the set K;, As an example, for appropriately chosen constants {yf(z,o),yld 7V,d ,y, p } the DGuyjtinear

method estimates y by the following:
1

Vealro) = D 97 (r = 1) (1 — 1)’ € Kia (3.4)

a,b=0
for (r,u) € [rl.f%, r,+%} [,ud 15 Uyl } The constants are determined from the weak form of Eq. (3.1).

4. Cell edges: Receive/transmit boundary information in the characteristic direction (depending on p) to and
from adjoining cells vis-a-vis integration by parts applied to (3.1)

”d+] ,+_ Tl Myl
[ wearea| Cans [ = ideeea| o
r‘,% ”zl% 5 0 ) 0
[ (w w(r,u)arf(r,u)+r(1—u)l//(r,u)aﬂT(r,u)>dudr

1 Kyl
-4 a-1

+ /,m% /Hd% (o (r,m(r, 1) — q(r, w)(r, p)dudr = 0 >

; I
-4 a-1
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In order for (3.1) to hold for all 7 € K 4, it is sufficient to consider only the basis functions that generate K; .
The bilinear case is worked out in more detail below.

3.1. Bilinear discontinuous Galerkin

In the bilinear case (DGypjjinear), We need only consider the following test functions:
t(ryp) =1,(r=ri), (w—ny), and (r—r)(u—p,)
where in the cell C;,, the estimated solution s consequently has the form

0,0 1,0 0,1 1,1
Ve (1, 1) = “/E,d ) + "/E,d >(’” — i)+ Vg,d )(.“ — i) + y;,d )(’” — 1) (= )

Solving for the coefficients {yffld’b)}i,bzo in (3.4) yields four (linear) equations relating the four unknowns. Even

though these equations are based in the cell C; 4, it is important to note that following the characteristic “flow”
of information,

w(rmy) = Z =) (hay = ) (36)
a,b=

tﬁ(m%? u) = i ey (M% - ml)a(u — )’ (3.7)
a,b=0

for u < 0. This is extremely important in properly calculating the boundary terms in (3.5). For p >0, (3.7) is
replaced with

b(rm) = 38y ) (38)

a,b=0
3.2. Constant DG method DG,

In the discontinuous Galerkin method DGy, the trial and test function spaces are all piecewise constants.
K; = span{1}. Therefore, 0,7 = 0,7 = 0. This remarkably simplifies the weak form of the equation by reduc-
ing (3.5) to the equation

Hy % 5 r;% r H% ) “d% ri+% Hd+% 5
[ | Cawr [ o] s [70 [ RG0a0w000 - gt ) dudr =0
s il Ti-t By L Nl R
2 2 2 2
(3.9)
The boundary terms are evaluated using upstream information, and since
Ve, (ri ) =714
the method requires that
0,0
v (rmay) =90, (3.10)
and
lﬂ(”i+%7u) = yfg?)d if u <0 else G11)

lﬁ(r il ll) = “/fgf)d when p >0
4. Simple corner balance method

Adapting the Cartesian corner-balance method in [2,3] to the spherically symmetric neutron Eq. (1.1) as in
[16], it is convenient to think of a block of four adjoining cells with corresponding cell centers (2 to4),
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(F2i-1> t2a)s (F2i_1, toq—1) and (r2;, Urg—1), as a single macrocell, where each “subcell” or “corner” has a slightly
different set of auxiliary relationships with its neighbors. To be precise, a macrocell denoted M; ; consists of
the following cells:

Mg = CopqaUCri124 U Coi124-1 U Coiy 241 (4.1)

This method requires both 7, and n, to be even. It is important to note the distinction between a subcell de-
fined by (1.2) and the definition of a macrocell above (4.1).

The main balance equations from the DD method (2.1) are used within each sub-cell. In the case that p <0,
the following auxiliary relations are used. Starting with the known or previously calculated upstream “inher-
ited” data that “flows” into the macro cell

¢2i+%,2d = lpziﬂ,zd
%H%,qu = Yoii12d-1
Wzﬁzd% = ¢2i,2d727 and

lpZi—l,de% =Yy10a0 for —1 <y, <O0.

(4.2)

Recall that it is assumed for illustrative purposes that u,; < 0 and therefore the characteristic direction is radi-
ally inward. Internal to the macrocell are four more auxiliary equations that “take averages’ across adjoining
sub-cells within a given macrocell

1
w2i71,2d7% =5 (Wi 124 Vi 12a-1)

1
Vo 1og = 5 (Vai2a + Wi 124)

—_—

‘ﬁzaw-% =3 (Waina +V2i04-1)
1
lpzi—%,del =3 (V21201 + Vaim12a-1)-
The mesh described by these points is illustrated in Fig. 4.1.

Through direct algebraic substitution and manipulation we arrive at four linear equations in the four
unknown corner/sub-cell values

@i2d-1) (i2d)

'
'

'

_ = >
Y

§(2171.2d71)w

\L : §(2i— 1.2d)

n

—~——= Interior cell-averaging Auxilary relation
o sub—cell edges governed by auxiliary equation

& sub—cell centers governed by balance equations

———> Characteristic direction (dlownwinding relation)

Fig. 4.1. This is a macrocell consisting of 4 subcells or corners: Ca; 24, Cai—1.24 Cai—1.24—1 and Cy; 24 1. Downwind/characteristic direction
corresponding to i < 0. See (4.4)—(4.7) for the associated equations.
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u 1
= <A21+;lp2i+1¢2d — Ay 3 (Waina + Wzm.w))

Vo

% <O‘2d+%l//2i,2d - “2d—%% (Yai00 + lpZild—l)) + 0Vsing = 9224 “4)
% (Azi%% (Yai0a + ¥oim12a) — Azi%w2i1‘2d>

% <062d+%lrb2il,2d - O(Zd—%% (Waio100 + lp2il,2d1)) + U%H,zd = 92i-12d (4.5)

Loy 1 1
szii (AZi% 5 (Vaipa-1 T ¥ais12a1) — Ay s 5 lPzil.zdl)

Ady;y 1

m <°‘2d;§ (%H,zd Wi 1201) — “2;1;‘,021'1«,2012)

+ 0V 1201 = G2i12d-1 (4.6)
Loy 1
Iz/dZil (A2i+%lp2i+l,2d1 - AZ:‘—%E (Y2241 + lpzil,zdl))

AA,; 1

{0y 15 (Waina T Vaina1) = %a 32242 | + Waia1 = Qainai (4.7)

Wag—1 V2 22 2

5. Example problems

It should be emphasized that all the test problems considered here are limited in that they contain neither
scattering nor fission terms. In a more realistic setting the right-hand side of (1.1) might have a more compli-
cated expression of the form

+1

i) = 1)+ [ Ko i

-1

However, it is the intent of this article to focus only on discretizations of the streaming-plus-collision part of
the transport operator as expressed by the left-hand side of (1.1). Therefore, £ =0 is assumed here, although
[14,15,17] consider the more common case where k(r, u, 1) = %as(r) for appropriate scattering coefficient o

with ¢ — a4 = 0.
5.1. Smooth solutions and the method of manufactured solutions

Picking ¢ue = exp(ru) and adjusting ¢, ¢ and the boundary conditions to obey (1.1), an artificial, smooth
solution can be “found” or manufactured. For instance,

Y(r,p) =e™
4(r, ) = 2" (5.1)
o=1.

This is an artificial test problem of little practical value. It is being used here for the purpose of comparing
convergence rates using a solution that has a full set of derivatives. This is in contrast to typical situations that
arise such as described in Section 5.2.

Many other manufactured solutions can be produced in this manner to test these methods. Some are better
than others for comparison purposes. Of course if x//"ue\q’d € K;, for all i, d then the corresponding DG
method will solve the neutron transport equation exactly. For example, if iy = ru + 1, then DGyjjipear Will solve
(1.1) exactly. This would be an unfair test problem to compare with other methods, although it may be helpful
as a programming tool in double-checking and debugging.
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5.2. Absorbing media test problems

Two test problems are considered here, both of which are described in [9]. The function
lﬁ(l", 'u) :g <1 _ e*“(’lﬁr 1"2“#2))) (52)

is the solution to the transport Eq. (1.1) with vacuum boundary conditions where both the source term (¢) and
the cross-section (o) are constant. It is interesting to note that

O (r, p) = q(cf’"““+ 1’*2“’“2”> (u — rflrz—(lu_) #2)> (5.3)

and that on the curve

VI=r2(1—-2)=0
the derivative is infinite. In particular, at the point r = 1, u = 0 the derivative is infinite and can cause 0,¢
(1) = —oo where ¢ is the scalar flux defined by (6.1).

The standard method of estimating error rates based on local truncation errors is founded on the assump-
tion that the true solution has a full set of continuous derivatives. This is not the case here, even though it is
one of the simplest non-trivial test problems conceivable. Therefore, there is no prima facie reason to think
that commonly believed “second-order” numerical methods will have second order accuracy when used to
solve these types of problems. Theoretical error estimates in a cylindrical geometry have been discussed in
[4]. Carlson et al. in [5] also discuss error estimates under certain conditions.

Problems where there are two distinct regions each with separate material properties are modeled as follows
(rmiq 1s the location of material boundary)

o(r {(71 if 0<r < rpg, OF {ql if 0<r < rpg, Or

q(r) =

See Fig. 5.1. The solution is a bit more complicated than in the single-region case (5.2). For purposes of com-
pleteness, the explicit solution is given here but can also be found in [9].
When 0 < r < ryiq then

lp(r’ 'u) _ ;1 (1 o e—ol(r'u+s)) + Zie(oz—al )s—a]ru(e—azs _ e—agl) (55)

(5.4)

oy if rmig <7 < Fmax @ Af rmig <7 < Fmax

When rpjjg<r<land -1 < u<y/1- (rmid/r)2 then

Vi) =21 - e, (5.6)
2

Fig. 5.1. Parameters used in Type (ii) test problem described by (5.4)—(5.7). A neutron source ‘“‘region”, encased by an outer strongly
absorbing “‘shielding” region. The outer boundary is at » = 1. Vacuum boundary conditions are given as (1, 1) =, = 0 for ;£ < 0. The
interface between the two regions is at ryig = .4.



E. Machorro | Journal of Computational Physics 223 (2007) 67-81 75

When rpg <r<1and/1— (rmid/r)2 <wu<l,

lp(h 'u) — ﬂeazsﬂrzru(l _ 6*2015) + ﬂeZ(azf(rl)sf(rzru(efazs o e*tfzt) + ﬂ (1 o efaz(r,ufs)). (57)
] ) (]
In these Eqgs. 5.5, 5.6, and 5.7, the distances s and ¢ are given by

s=1/r2 —r2(1 —pu?) and,

mid

(= TP =),

The following two sets of parameters are used to compare the various methods:

i. Test problem whose solution is given by (5.2) where 6 = ¢ = 1.
ii. Test problem given by the solution of (1.1) with (5.4)—~(5.7) described by

Fmid = .47 g|] = 10_8, gy = 100, q, = 1, and q, = 0
6. Results and comparisons

The scalar flux is defined as

¢m=[wamM (6.1)

Smooth problem with true solution w(r,u) = e™

107 —
107
10°¢ @
£ R s . N ]
B0t T B ~— E
5 ~s gl
5 . R
— s RN T~
= 10°F S ~4
Y
10°F T E
[ A DD converges at O(h'*%) AR
: *
107 —©- SCB converges at O(h“) RS
F - ¥ WDD converges at O(h'?) ~. ]
22 * . ]
+ DG o, CONverges at Og; ) ~ ]
1o M = DGStep converges at O(h™™) . ¥
10' 10° 10°

n; number of radial zones where n, = 2n,

Fig. 6.1. ||.|, error as function of the number of radial zones, .. The true solution, y(r, i) = €™, has well-defined derivatives of all orders.
This is a test problem presented to showcase convergence properties. The vertical axis is &g, the L, error of the neutron flux defined by

(6.2). The horizontal axis is n,, depicting the increasing resolution of the mesh where the number of angular nodes is twice the number of

radial nodes: n, = 2n,. In the legend, # = L

net



76 E. Machorro | Journal of Computational Physics 223 (2007) 67-81

It is frequently convenient to present numerical results using the scalar flux defined by (6.1) as in Figs. 6.3 and
6.4. Quadrature is used to calculate the integral quantities whereby

d=ny,

¢ = Z Vi aAiy
=1

However when errors are reported such as in Figs. 6.1 and 6.2, the following L, based norm is used

Eest = Z Z lpexact rlmud) ‘//CS[) Ar; A:ud (62)
i=1 =

6.1. Convergence

It is interesting to note in Figs. 6.1 and 6.2, that the DGy;jinear method generally has better convergence than
the SCB, WDD, DGy, or DD methods. Even in the case where the error rate is comparable (i.e. as in Fig. 6.2
the slopes of the lines are not very different), the actual error in the DGyjinear method is often less than the SCB
and DGy, methods by a factor of 10 to 100. The higher accuracy may outweigh the substantially lower com-

putation costs of the SCB method. See Table 6.1 in Section 7.
With the exception of the smooth problems such as the one discussed in Section 5.1 the DD, WDD and
DGhyjiinear methods seem to have comparable convergence rates. The lower computational costs would suggest

Single media Type(i) problem

107 T
107
g
w
o 3
5 10
N
_4 RO
10 | N >
F| A DD converges at O(h'?) ~ Q“\v\
[| -~ SCB converges at O(h%%) Ske e
< WDD converges at O(h') S0
1.2 > ™~
* DGbi”nea‘r converges at O;Z ) N .
= DGStep converges at O(h'7*) ~
107 '
10' 10° 10°

n number of radial zones where nu = 2nr

Fig. 6.2. ||.||, error é.g in ¥ for Type (i) problem as function of number of radial zones. Horizontal axis is 7,. Here the number of angular
zones is exactly twice the number of radial zones: n, = 2n,. Also h = ‘ . See Section 1.2 for details on the mesh shape. The error rates are
similar: O(#”) for p = .92 to 1.3. However, the DGyjjinear, DD, and WDD methods have a much lower error than the SCB and DGg;ep.
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that the DD and WDD methods might be preferable to DG methods were it not for other numerical prop-
erties of interest such as positivity and elimination of the flux-dip.

6.2. Oscillations and positivity

Non-physical oscillations and negativity are well documented problems in numerical differential equations
as a whole (e.g. [11]) and for neutron transport in particular [13,18]. Both WDD and DD methods exhibit such
non-physical numerical aberrations as is common with classic centered-difference type methods. This is espe-
cially common in the presence of strong discontinuities in ¢ and ¢ such as those posed by the Type (ii) problem
in Section 5.2. See Fig. 6.3.

Table 6.1 is a comparison of various DG solutions to the Type (ii) mixed media problem. Again it is inter-
esting to note that in all cases, there are little or no oscillations (see also Fig. 6.4). However under more
extreme conditions where g, = 1000 (as in (5.4)), numerical experiments have revealed that minor oscillations
can crop up.

6.3. Flux-dip and other r = 0 inaccuracies
It has been observed in [9,14-17] that the DD method can exhibit non-physical inaccuracies near r = 0. A

major class of these inaccuracies comes in the form of a “flux-dip”. Fig. 6.3 shows that both SCB and DD
methods exhibit a flux-dip. It is a complicated effect that involves angular discretization, spatial discretization

Two region problem comparison

0.8 T T T T T
A DD
-o- SCB
0.7 o DGstep H
* DGbiIinear
< WDD
0.6 — true
= 0.5
©
>
£ o4t
|
=g
x
=
= 03
©
[
O
n
0.2
01
0 N
&.
-0 ! ! ! ! ! ! ! ! !
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

n =30andn =60
r 1

Fig. 6.3. A comparison of scalar flux for Type (ii) mixed-media problem. The ‘quasi-exact’ nature of the solution comes from applying a
quadrature approximation to the exact neutron flux Yexaer yielding ¢(r;) = S 971V (i, 1) Apty- Note the flux “dip’ near r = 0 for some
methods, and the oscillations that can occur with others at r = .4. Here, as elsewhere if not stated otherwise n, = 2n, = 40.
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Table 6.1

Comparison of various DG methods on Type (ii) two-media test problem described in Section 5.2

Trial/test space K; 4 Oscillations near r = .4 Dipat r=0 Error rate® h = i

span{1} No Yes n® DGyiep
span{1, u} No Yes w7 DG, incar
span{l,r} No Yes Kt DGt jinear
span{l1,r, u} No Slight W'

span{1,r, u,ru} No No W' DGeyitinear
span{1,r, u, ru, u2, 1%} No No W3 DGguadratic
span{l,r r2} No Yes pto

span{1, u, 1%} No Yes w7

span{l, u, ru} No Yes 7

span{l, u, r,u, } No Yes 7

span{1, i, 1%, 11} No Yes 7

2 By comparison, the DD and WDD methods converged at O(4') and SCB converged at O(/"®) for the same problem with a slightly
different mesh. See Section 1.2 for differences in mesh.
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Fig. 6.4. A comparison of scalar flux for the Type (ii) mixed media problem estimated with DG methods using some of the possible test
and trial spaces not presented in previous figures — see Table 6.1. Note that in all these cases, there is little to no oscillation near r = .4
regardless of test-space being used. n, = 20 and n, = 40.

and boundary conditions at the origin of the sphere. The flux-dip has been studied predominantly in settings

where there is a

R S R R

. scattering operator term incorporated into the RHS of (1.1),

. highly refined radial discretization (large n,), and

. low angular resolution (small n,) coupled with a

. non-uniform angular discretization such as Gauss—Legendre quadrature.
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In an investigation of the DD method, [14] developed a theory of the flux-dip phenomenon in the context of
highly diffusive, scattering media. Their results show that flux-dip phenomenon can be ameliorated by substi-
tuting the WDD angular discretization (2.4) for (2.3). Interestingly, the WDD-type angle discretization scheme
can be incorporated into a variety of other schemes as shown in [17] and elsewhere. Results in Figs. 6.3 and 6.4
show that by including both linear and bilinear terms in the trial and test spaces, the discontinuous Galerkin
methods can suitably remove the flux-dip.

In the context of Table 6.1, it should be noted that only lower order methods that lack a linear dependence
on both angular and radial variables exhibit a flux-dip. It was observed that the flux-dip can, in many cases, be
avoided by simply using a uniform angular discretization. Although discussed in the context of the DD and
WDD methods, [14] has a very nice discussion of this phenomenon.

Walters and Morel in [17] noted that the bilinear DG method (which they refer to as the SLD — standard
linear discontinuous method) can exhibit a different class of inaccuracies at the origin under conditions #2 and
#3 outlined above (highly refined radial mesh, but poorly refined in the angular variable). Compare for exam-
ple, Fig. 6.5 with Fig.1 of [17]. Walters and Morell speculate this is a result of insufficient starting direction
information (incorporating solution data where ¢ = —1). They offer a modification of DGy;jipear that incorpo-
rates more starting flux information by the judicious use of continuous, quadratic-in-angle functions along
cells that border the y = —1 domain boundary.

However, results in Fig. 6.5 suggest that considerable improvement can be made in the solution’s behavior
at the origin by simply including a quadratic (1) term in either the linear or bilinear DG method, neither of
which use starting direction information (see in particular the bilinear hybrid method in Fig. 6.5). Numerical
experiments show that comparable improvements are made if along the cells bordering the u = —1 direction,
higher order u spaces are used, analogous to the idea of [17] but in the discontinuous setting.

a DGIIinear
* - DG ..
e “ bilinear
- = — A H
% 3.67 — Dunadratic
g O span{1,ruu?
8 3,665 * * —9— span {1,u,u%}
o 7 span { 1,0,1%1%}
e A span {1,rumuu? )
=] Bilinear hybrid
2 366 -0 DD H
2 & WDD
3 XK true
2 X
I 3.655} —
>
£
2
5 3.65 - —
©
x
=]
L 3.645 —
c
o
3
= 3.64 - —
3635 1 1 1 1 1 1 1 1 1
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1

S4 angular quadrature where n= 1000, Ar= 1073

Fig. 6.5. A graph of the neutron flux at the origin using a variety of numerical methods described here. Solution parameters determined by
=1, ¢=0, and isotropic incoming boundary conditions, such that the true solution at the center is 3.64 independent of x. The solution is
resolved on a mesh with n, = 1000 and 7, = 4. SCB and DGy, are not included in the graph as the results were grossly inaccurate in
comparison to the methods presented above with 200-1000% relative errors. The bilinear hybrid method uses u-quadratic test/trial
functions in the cells that abut the u = —1 boundary, yet uses bilinear test/trial functions otherwise.
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Table 7.1

Summary table

Criteria DD WDD SCB DGBilinear DGSlep

1. Positivity No No Yes Yes Yes

2. Avoids ‘dip’ near r =0 No Yes No Yes No

3. Convergence rate
Smooth problem 1.2 1.2 1.1 2.2 .82
Type (i) problem 1.3 1.3 93 1.2 92
Type (ii) problem 1.2 1.2 .76 1.2 .69

4. Approx. flops/cell 37 37 39 320 19

(sub-cells in SCB)

7. Conclusions

In view of the criteria described in Section 1.1, as long as the DG method includes first order terms in the
test and trial spaces, it offers several advantages as can be seen in the summary Table 7.1. In particular,
DGeyjjinear has an all around superior performance when compared to the DD or SCB methods.

The DGyjinear method has very little oscillation or negative flux problems especially when compared with
the WDD and DD methods. Although the SCB and the DGy, methods maintain strict positivity in the test
problems considered, they exhibited other unphysical behaviors and lower rates of convergence.

Furthermore, the DGyjjinear method avoids the flux-dip problem that plague some other methods. Lower
order discontinuous Galerkin methods such as the DGy, are susceptible to the r = 0 flux dip problem as are
the DD and SCB methods. The WDD’s well documented feature is that it avoids the flux-dip problem in
most numerical regimes of interest. It should be noted that discontinuous Galerkin methods will tend to have
a higher computation cost per cell when compared to other methods. Furthermore, this computation cost
increases as higher-order test and trial spaces are used: a m = dim K; ; dimensional trial space will require
an m xm dense matrix solve for each cell. Generally however, as can be discerned from Figs. 6.1, 6.2,
and Table 7.1 the greater accuracy of the DGyjjinear can significantly outweigh the increased computational
costs.

8. Future work

The opportunity for combining several of the ideas described here is great. For example, combining the
SCB method with the idea of a weighted angular-discretization will remove the flux-dip and maintain positiv-
ity. Unfortunately, numerical experiments suggest that the poor convergence properties of the SCB method
are retained when compared with the DGy;jipear method.

Other combinations might prove fruitful. Several authors [9,17] have discussed using a linear discontinu-
ous-type method that incorporates a quadratic-continuous scheme in the first angular cells. Numerical exper-
iments suggest that certain quadratic discontinuous elements (or perhaps other test and trial space
combinations) might suffice (i.e. the bilinear hybrid method in Fig. 6.5). This might retain some of the desir-
able, numerical properties while lowering computational costs per cell. Other (non-linear and/or higher-order)
flux-limiting type methods [11] might be incorporated as well under such circumstances. This might even be
generalizable to adaptive schemes for picking test/trial spaces.

In the presence of scattering, [15] describes an iterative technique used in highly diffusive conditions in this
geometry: Diffusion Synthetic Acceleration. They report excellent performance for some finite element meth-
ods but poor performance on others. Numerical experiments conducted on the DGy;jjnear S€€m to show some
promise when compared to DD methods, but a more detailed effort is required to more fully understand its
convergence properties.
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